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ABSTRACT
We propose a method to convert discrete genre labels to a contin-
uous vector where each value shows the effect of a genre on the
movie. This study explains how a bipartite rating graph can be
transformed to input the topic-specific Pagerank algorithm to cal-
culate continuous weights for each genre. Details on the selection
of edge weight function and statistical adjustments to overcome
the genre-imbalance problem are given. Results on a movie rat-
ing dataset show that the proposed method successfully calculates
genre vectors of movies.

CCS CONCEPTS
• Computing methodologies → Semi-supervised learning set-
tings; • Mathematics of computing→ Graph algorithms.
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1 INTRODUCTION
Genre is defined as a particular style characterized by certain fea-
tures in a movie, book, or other works of art. For example, the
action genre is associated with its high emphasis on fights, explo-
sions, special-effect and stunt work. The genre label of a movie is a
set of genres that show the preeminent features in the movie. It’s
an important piece of information for movies because it roughly
summarizes a movie with a handful of words. Therefore, there are
many works based on genre analysis in the literature.

Some studies focus on finding genre labels of movies. Since cor-
rectly labeling a movie increases the marketing value of the movie,
movie genre classification is a popular research area, especially
in the machine learning field. Most studies do this classification
task by finding patterns between the content of the movies and
genre labels. For example, studies [1, 3, 14] try to predict the genre
label of a movie by analyzing its script with NLP techniques. Stud-
ies [15, 17, 20] on the other hand, uses video clips of the movies
to make genre predictions. This type of scene genre classification
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gained substantial popularity in recent years with the success of
deep learning approaches in image/video classification tasks.

Genre labels play a significant role in recommendation systems
aswell. Movie recommendation systems try to predict whichmovies
a user will like based on the attributes present in movies that were
highly rated by the user previously. These attributes may include
writers, directors, actors, language, and most importantly, genre
labels of movies. Studies [13, 16] use genre labels of movies and
rating matrix, which shows individual ratings given by viewers to
movies, to produce movie and user profile vectors. This type of rec-
ommendation is known as content-based movie recommendation in
the literature. They recommend movies by checking the similarity
between movie profile vectors and viewer profile vectors. It is cru-
cial to have accurate genre labels for this type of recommendation
system.

Thementioned studies andmany others suggest that genre labels
are essential in any type of movie analysis. Traditionally, Genre
labels of a movie are represented as a set of genres, which will be
referred to as discrete labeling here and thereafter. A genre either
exists or not in discrete labeling. This type of representation brings
some problems. For example, if a movie is categorized as a horror
movie, does it mean that the movie does not contain any elements
from other genres? It probably does, but effects of other genres
may be smaller than horror elements, so they are neglected in the
labeling process. Also, if genre labels of a movie are comedy and
action, discrete labeling doesn’t allow us to distinguish which genre
is more dominant in the movie. In this study, we propose a graph-
based solution to calculate continuous vector representation of
movies’ genres (genre vectors) by using discrete labeling of movies.
The continuous vector representation of a movie’s genre is a 𝑑-
sized real-valued vector. 𝑑 is the number of genres in the system.
The magnitude of each number in the vector shows the effect of
a particular genre on the movie, and the sign shows the direction
of this relationship. We believe this representation can help many
computational movie analysis areas like recommendation systems
as it carries more information about movies than the traditionally
used discrete labeling.

We utilize the rating matrix to calculate the continuous vector
representation of the movies. The rating matrix R is a scarce𝑚 × 𝑛

matrix in a system with𝑚 users and 𝑛 movies. Each entry 𝑟𝑖 𝑗 shows
the rating value of movie 𝑗 given by user 𝑖 . We can regard this
matrix as a 2-mode bipartite graph where users are one set and
movies are the other set. An entry 𝑟𝑖 𝑗 constitutes an edge between
user node 𝑖 and movie node 𝑗 . We apply the Topic-specific Pagerank
algorithm to calculate genre vectors after transforming this graph
into another graph that shows how much a movie influence other
movies.
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The rest of the paper is organized as follows: Section 2 gives
a background on algorithms that are related to our proposed ap-
proach. Our methodology on formulating the problem as a topic-
specific Pagerank problem is explained in Section 3. Section 4 de-
scribes our experiment setup and gives results. Finally, Section 5
concludes the paper.

2 BACKGROUND
One way to formulate the described problem is to consider it a
community detection problem. Community detection algorithms
groups nodes into communities such that nodes in a community
are densely connected. In our problem, each genre label represents
a community. A movie may belong to more than one genre. It is
known as overlapping community detection [12] in the literature.
Another characteristic of our problem is that a movie’s membership
to a community (genre) is not binary. Instead, we would like to see a
continuous value showing the strength of the movie’s membership
to a community. This kind of problem where each node belongs to
each community to a different extent is known as fuzzy overlapping
community detection [6]. Another different aspect of our problem
is that we start with some labels. We have some initial beliefs on
the membership of movies to genres, given as discrete labels. A
similar feature is present in Label Propagation Algorithm (LPA)
[21]. Label Propagation Algorithm is a semi-supervised technique
to label unlabeled nodes in a graph by using a set of labeled nodes. In
each iteration of the Label Propagation Algorithm, the label of each
node is selected as the label that contains a maximum number of its
neighbor nodes. This approach cannot solve our problem without
modifying the algorithm because movies may have multiple labels
and the movie-label relationship is not binary in our problem.

There are some studies that solve fuzzy overlapping community
detection problems with ideas similar to Label Propagation Algo-
rithm. NI-LPA [4] sort nodes in advance to overcome the instability
problem of LPA caused by its random update order. LPANNI [11]
adopts a similar node-sorting idea to find overlapping communities
with better stability and accuracy. BMLPA [18] applies a two-step
algorithm such that completely overlapped communities are re-
moved in the second step, which is important when the number of
communities is now known beforehand. However, none of these
approaches can model our problem exactly.

Another way to approach the problem is viewing continuous
genre values as popularity scores. And these popularity scores may
be propagated between similar movies. Pagerank algorithm [2], ini-
tially proposed to find relevant websites for search queries, can be
used to propagate these score values. The core ideas are as follows:
if website A has a link to website B, website A conveys some of
its importance score to website B. The amount of propagated im-
portance score is inversely proportional to the number of outgoing
links of website A. If we continue doing these score propagation
operations until convergence, we can calculate the importance of
every website. If we think world wide web as a directed graph 𝐺 ,
the score propagation in an iteration can be shown as:

𝑅𝑎𝑛𝑘𝑖+1 (𝑣) =
∑︁

𝑢∈𝑖𝑛_𝑎𝑑 𝑗 (𝑣)

𝑅𝑎𝑛𝑘𝑖 (𝑢)
|𝑜𝑢𝑡_𝑎𝑑 𝑗 (𝑢) |

Here𝑅𝑎𝑛𝑘𝑖 (𝑢) denotes the score of node𝑢 in iteration 𝑖 . 𝑖𝑛_𝑎𝑑 𝑗 (𝑢)
and 𝑜𝑢𝑡_𝑎𝑑 𝑗 (𝑢) denote incoming neighbors and outgoing neigh-
bors of node 𝑢 respectively. In the random surfer model, these
values represent the probability of a random surfer going from one
node to another. Pagerank also introduces a parameter 𝛼 , which
controls the probability that the surfer randomly jumps to another
node instead of following the directed edges.

Although the original Pagerank algorithm is proposed on un-
weighted graphs, it is not difficult to see that the algorithm can be
applied on weighted graphs by modifying the denominator inside
the rank formula. The study [19] explores the idea of weighted
Pagerank and compares it with the standard Pagerank algorithm
in terms of relevancy of returned pages.

Topic-specific Pagerank [10] improves the Pagerank idea by mak-
ing a biased jump decision with 𝛼 probability. Instead of jumping a
random node with equal probability, the random node is selected,
not necessarily uniformly, from a subset of nodes, known as topic
nodes. This minor tweak in the algorithm allows us to calculate
different Pagerank values depending on the search context. For ex-
ample, if the search context is “news”, the search engine can bring
pages with high Pagerank values for the “news” topic.

TrustRank [8] is a variation of Topic-specific Pagerank to combat
spam farms. In this algorithm, random jumps are biased in favor of
trusted pages. So, pages linked by trusted pages have relatively high
TrustRank scores. They compare TrustRank scores of the pages with
their Pagerank scores to predict if a page is a spam. In particular,
pages with a high Pagerank score and low TrustRank score have a
decent chance to be spam pages.

3 METHODOLOGY
This section describes how the problem can be solved with the
Topic-specific Pagerank algorithm. The first step of our approach
is generating “the movie influence graph”. The movie influence
graph is a directed graph with 𝑛 nodes. Each node represents a
movie in the system, and each edge (𝑢, 𝑣) indicates that movie
𝑢 influences movie 𝑣 to some degree. The graph is constructed
from the bipartite rating graph. We first give construction steps
for the movie influence graph without assigning any weight to the
edges here, and the following subsection discusses the edge-weight
calculation alternatives.

The movie influence graph has an edge from node 𝑢 to node 𝑣 if
node 𝑢’s user neighbors intersect with node 𝑣 ’s user neighbors in
the rating graph. Since this construction rule is symmetric for𝑢 and
𝑣 , the generated directed graph has the reciprocity of 1. Here, it may
be argued that representing this network as an undirected graph can
be an option because of the full reciprocity. However, we decided
to use the directed graph format since it gives us more freedom in
the implementation. The directed graph representation allow us to
assign different weights to edge (𝑢, 𝑣) and edge (𝑣,𝑢). Also, if we
want to control the density of the graph, we can separately choose
whether edges (𝑢, 𝑣) and (𝑣,𝑢) are discarded from the graph.

We create 𝑑 sets of nodes for teleportation sets, where 𝑑 is the
number of genres. Each set 𝐶𝑖 contains nodes initially labeled as
genre 𝑖 . These sets are the teleportation locations for genre-specific
Pagerank scores. For example, we’re trying to find score values for
genre 𝑖 . We run the Pagerank algorithm on the movie influence
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graph, butwhen the random surfer jumpswith𝛼 probability, instead
of a random node in the whole graph, it jumps to a node in 𝐶𝑖 . We
repeat this procedure for each genre. Finally, we calculate the genre
scores of any movie by considering its genre-specific Pagerank
scores and its traditional Pagerank score. The discussion for this
final calculation is postponed to Section 4.

Another interesting aspect is the 𝛼 parameter. It is usually said
that values around 0.15 give good results for the worldwide web.
However, many factors affect the correct value of 𝛼 as discussed in
[5]. In our problem, 𝛼 has another meaning. It controls how much
trust we put into the initial labels of the movies. Let’s consider two
edges that 𝛼 = 0 and 𝛼 = 1 for comedy genre-specific Pagerank.
When 𝑎𝑙𝑝ℎ𝑎 is 1, the random surfer teleports to a random movie
that is initially labeled as comedy. It doesn’t visit other nodes at all.
For this reason, the movies will have 0 Pagerank scores for genres
that are not in their genre sets. On the other end, if 𝛼 is 0, the
algorithm doesn’t consider teleportation sets. The random surfer
never teleports. As a result, genre Pagerank scores for a movie will
be the same for all genres. A value between 0 and 1 indicates that
we trust initial labels to an extent but also, we let the algorithm
change our trust by using the movie influence network. 𝛼 value
should be tuned carefully to get the desired result.

3.1 Edge Weight Assignment
Although the rating matrix has rating values for the edges, we
didn’t use the rating values in the weight assignments. We believe
ratings don’t give strong indications about genre influence between
movies. So, we regard the rating graph as an unweighted graph. In
other words, the rating graph is converted into the “who watched
what” graph.

We consider several formulas to calculate the weight between
node 𝑢 and 𝑣 , 𝑤 (𝑢, 𝑣), for every 𝑢, 𝑣 pair in the edge set of the
movie influence graph. The first formula given below calculated
the number of users who watched both movies. The adjacency
matrix using this formula can be calculated by multiplying the
adjacency matrix of the bipartite rating graph with its transpose
and setting the diagonals 0 to avoid self-loops. The main problem
with this formula is that it gives very large weights between popular
movies. This results in popular nodes ignoring unpopular nodes
in the Pagerank calculations. However, many uncommon movies
are heavily influenced by classic popular movies in real life, so this
calculation doesn’t entirely model the behavior we expect from the
movie influence graph.

𝑤1 (𝑢, 𝑣) = |𝑎𝑑 𝑗 (𝑢) ∩ 𝑎𝑑 𝑗 (𝑣) |
Jaccard and Sørensen’s similarities, listed below in order, are

considered as alternatives. They mitigate the mentioned problem by
normalizing the values with respect to the size of nodes’ adjacency
lists. However, the same problem still exists to some extent.

𝑤2 (𝑢, 𝑣) =
|𝑎𝑑 𝑗 (𝑢) ∩ 𝑎𝑑 𝑗 (𝑣) |
|𝑎𝑑 𝑗 (𝑢) ∪ 𝑎𝑑 𝑗 (𝑣) |

𝑤3 (𝑢, 𝑣) =
2 × |𝑎𝑑 𝑗 (𝑢) ∩ 𝑎𝑑 𝑗 (𝑣) |
|𝑎𝑑 𝑗 (𝑢) | + |𝑎𝑑 𝑗 (𝑣) |

To be able to solve the mentioned issue, if the the size of adja-
cency list of node 𝑢, |𝑎𝑑 𝑗 (𝑢) |, (popular movie) is much larger than

Table 1: Properties of movielens-25m dataset

Property Value
Number of users (rows) 162,541
Number of movies (columns) 59,047
Number of ratings 25,000,095
Density 0.00260
Minimum rating 0.5
Maximum rating 5.0
Minimum row degree 20
Maximum row degree 32,202
Average row degree 153.80
Minimum column degree 1
Maximum column degree 81,491
Average column degree 423.39

node 𝑣 ’s (unpopular movie) size of adjacency list, it is better for the
weight formula for𝑤 (𝑢, 𝑣) to not contain |𝑎𝑑 𝑗 (𝑢) |. Two such weight
formulas obeying that statement are given below. The first equa-
tion (𝑤4) basically divides the number of people that watched both
movies by the number of people that watched the movie targeted
by the edge to get the weight of the edge. It is the only function
described here that is not symmetric. This asymmetric behavior
can be a desired property since the Pagerank scores in undirected
graphs tend to correlate with degree centrality [7] strongly. How-
ever, the manual inspection on a small subset of the dataset didn’t
give promising results in our experiments. Therefore, we decided
to use𝑤5 weight calculation in our study.

𝑤4 (𝑢, 𝑣) =
|𝑎𝑑 𝑗 (𝑢) ∩ 𝑎𝑑 𝑗 (𝑣) |

|𝑎𝑑 𝑗 (𝑣) |

𝑤5 (𝑢, 𝑣) =
|𝑎𝑑 𝑗 (𝑢) ∩ 𝑎𝑑 𝑗 (𝑣) |

𝑚𝑖𝑛( |𝑎𝑑 𝑗 (𝑢) |, |𝑎𝑑 𝑗 (𝑣) |)
In the𝑤5 weight calculation, the denominator is replaced with

𝑚𝑖𝑛( |𝑎𝑑 𝑗 (𝑢) |, |𝑎𝑑 𝑗 (𝑣) |). Here, 𝑤5 gives higher weight values for
edges going from unpopular movies to popular movies compared
to 𝑤4. For this reason, it may be argued that unpopular movies
propagate more significance than they should. However, We should
note that the Pagerank values of unpopular movies are already low.
So, although these edges have high weights, they don’t affect target
nodes much. It might be why we couldn’t get meaningful results
with the 𝑤4 weight formula since it penalizes unpopular movies
twice.

4 EXPERIMENT SETUP AND RESULTS
4.1 Datasets
We use movielens-25m [9] dataset which contains 25,000,000 rat-
ings given by over 160,000 users to around 60,000 movies. Some
statistics of movielens-25m are given in Table 1. Our bipartite
rating graph consists of users, movies, and rating pairs between
users and movies. It can be considered a sparse graph due to its
low 0.0026 density. Differences between highest degree nodes and
lowest degree nodes in both user and movie nodes are significantly
large.
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Figure 1: Degree-Frequence plot of rows (users) and columns
(movies) in log scale

Figure 1 shows the degree distributions of user and movie nodes.
The linearity in this log-scaled figure suggests that user and movie
nodes’ degrees follow a power-law distribution. As seen in the
figure, more than 10,000 movies have a viewer count of 1. The
frequency of movies drops quickly as their degrees increase. We
can say that a large subset of users watches a small subset of movies.
Similarly, a small subset of users watched a large subset of movies.

The dataset also includes genre information. Each movie is as-
sociated with at least one genre of out 19 genres. These genres
are drama, comedy, thriller, romance, action, horror, documentary,
crime, adventure, science-fiction, children, animation, mystery, fan-
tasy, war, western, musical, film-noir, and IMAX. Figure 2 shows
the count of movies with mentioned genres. The figure shows that
the drama genre is the largest one, appearing in more than 25000
movies. The least number of movies are observed in IMAX and
film-noir movies. Also, these two categories do not quite fit our def-
inition of genre. For these reasons, we removed IMAX and film-noir
from the dataset. Also, it is difficult to assign a continuous value
for animation and documentary categories. For example, a movie
is either a documentary or not. It doesn’t make sense to assign a
real-valued number for these categories. Therefore, documentary
and animation genres are also dropped from the dataset. With these
changes, the total number of genres in the dataset is reduced to 15.

4.2 Results
The movie influence graph constructed according to the steps men-
tioned in Section 3 has 1,364,630,530 edges. This number is quite
large from a computational perspective. We removed some unim-
portant parts of this graph to run the Pagerank algorithm faster.
The edge weight frequency plot shown in Figure 3 gives us some
hints about which edges to remove. The figure shows that the huge

Figure 2: Histogram of genres

portion of the edges has suspiciously 1.0, 0.5, 0.33, or 0.25 weights.
When these edges are investigated, it turns out that most of the
edges with 1.0, 0.5, 0.33, and 0.25 weights belong to movies with 1,
2, 3, and 4 view count. We give an example to show why this result
is expected. Suppose that a user watched 10,000 movies, and one of
those movies is watched only by this user. It means there is an edge
with weight 1 between that movie and other movies because of a
single view of the movie. Although those edges are very important
for the movie with 1 view count, the movie itself is not important
for our analysis. Therefore, we decided to remove all movies with
a low view count. When we removed the movies with less than 15
view count, We reduced our total number of movie nodes to 20,034.

Figure 3: Weight distribution of𝑤4 weight calculation
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Figure 4 shows the weight distribution of reduced set of 20,034
movies. Most edges have low weights, and almost no edge has
a weight of 1. This is a more expected edge weight distribution
for a movie influence graph. As seen in the figure, more than 80%
of edges have less than 0.2 weights. Since weights represent the
influence between movies, low scores mean low influence. So, we
removed all edges having less than 0.2 to reduce the edge count
even lower. The idea is to remove most edges without affecting
Pagerank scores much by removing the low-impact edges. After
this removal, we get a movie influence graph with around 20,000
nodes and 56,000,000 edges. Then, we run the Pagerank algorithm
on the graph.

Figure 4: Weight distribution after vertex/edge cleaning

It is observed that the imbalance of movie counts between dif-
ferent genres as observed in Figure 2 has a negative effect on the
Pagerank values. This imbalance makes the genre Pagerank values
of a movie difficult to compare. To solve this issue, we adjusted the
𝛼 parameter with respect to the movie count of each genre. This
adjustment is made in a way that teleporting to a horror movie in
horror-specific Pagerank has the same probability as teleporting to
an action movie in action-specific Pagerank.

Here, we explain how we calculate the genre score of a movie
using Pagerank scores. Let 𝑠𝑐𝑜𝑟𝑒𝑔 (𝑢) denote the score of movie
𝑢 for genre 𝑔 and let 𝑃𝑅(𝑢) and 𝑃𝑅𝑔 (𝑢) respectively denote the
traditional Pagerank score of node 𝑢 and Pagerank score of node 𝑢
for genre 𝑔. The equation for 𝑠𝑐𝑜𝑟𝑒𝑔 (𝑢) is given below.

𝑠𝑐𝑜𝑟𝑒𝑔 (𝑢) =
𝑃𝑅𝑔 (𝑢)

𝐸 [𝑃𝑅𝑔 (𝑢 |𝑃𝑅(𝑢)]
− 1

𝐸 [𝑃𝑅𝑔 (𝑢 |𝑃𝑅(𝑢)] is the expected 𝑔-genre Pagerank value of a
movie with 𝑃𝑅(𝑢) Pagerank score. This expected value is com-
puted by fitting all movies’ Pagerank scores to their genre-specific
Pagerank scores with a least square regression. So, if 𝑠𝑐𝑜𝑟𝑒𝑔 (𝑢) is
a positive number, we can say that genre 𝑔 affects the movie 𝑢 in
a positive way. The magnitude of the number shows the extent of
this influence. On the other hand, negative values or values close to

0 indicate that genre does not influence the movie or the influence
is negligible.

Figure 5: Genre pie-chart of the 4 movies. Top-left: Ground-
hog Day, Top-right: Avengers, Bottom-left: The mist, Bottom-
right: Pulp fiction

Figure 5 shows a pie-chart plot of positive genre scores for a
sample of movies. In the top-right part of the figure, we see the
values for the Groundhog Day movie. In the dataset, the movie is
labeled comedy, romance, and fantasy. We can see the influence of
each genre easily in the figure. Comedy is the most, and fantasy
is the least dominant genre for this movie. We can say that the
genres not listed in the initial genre set have no significant impact
for this movie. However, this is not the case for the other movies.
Scores of horror, sci-fi, thriller, fantasy and mystery genres for the
movie Mist are shown in the figure’s top-left part. The movie’s
initial genre labels do not contain thriller, fantasy, or mystery. We
can see that our proposed method also finds the relationships that
are not in the original labeling of the movies.

4.3 Limitations and Future Work
Even though the model is quite successful at comparing scores
of different genres in a movie, unfortunately, it is not as good at
comparing different movies. Figure 6 may provide an insight into
the cause of this problem. Each point represents a movie in the
plot where the x-axis shows the Pagerank score, and the y-axis
shows the action genre score calculated as explained in Section
4.2. As Pagerank scores decrease, the action genre scores diverge.
Similar patterns are observed in all other genres as well. This pattern
makes it difficult to compare genre scores of movies that greatly
differ in Pagerank. We need to investigate the structure of the
influence graph and the effect of weight function on the structure
to understand the root of the problem. We guess the issue can be
solved with a more proper weight function and correct statistical
adjustments. Since required experiments exceed the scope of the
project, we end our analysis here.
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Figure 6: The problem of score divergence with respect to
Pagerank

Because of this problem, we couldn’t do experiments to under-
stand the model’s predictive power. Our initial plan was to compare
themodel’s accuracywith a simple Naive-Bayesmodel. The planned
comparison workflow was as follows. Firstly, labels of a random
sample of the movies are removed from the dataset. These movies
constitute our test set. For each movie in the test set, we pick 𝑘

genres with top scores where 𝑘 is the size of the movie’s genre set.
Then, we check how many predicted labels match the initial labels.
We calculate the correctly predicted label count for the proposed
Pagerank model and a basic Naive-Bayes model. And, finally, we
compare the results.

5 CONCLUSION
We proposed a method to convert discrete genre labels of movies
into continuous vectors. We showed how a rating graph could be
converted into a movie influence graph, which becomes the input
of topic-specific Pagerank to calculate scores for each genre. The
implementation details of weight calculation on movie influence
graph and statistical adjustments to solve the imbalanced genre
problem are explained. We showed that the proposed method gives
promising results for labeled and unlabeled genres.
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